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Abstract: High Performance computing (HPC) is the use of parallel processing for running application program 

efficiently, reliably and quickly. HPC is also refers to how fast one can get the result, and how efficiently can get the 

result. HPC can also refer as high productivity of systems. Speedup of high performance is measured by considering 

the parameters like threads. Here 3 cases are considered that is; keeping the number of jobs constant and varying 
number of threads, keeping number of threads constant and varying number of jobs. And modifying the duty cycle of 

the threads. The numbers of runs are considered and founded the ideal number of threads to gain the average speedup.  
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I. INTRODUCTION 

 

High Performance Computing (HPC) is achieved by 

aggregating computing power of different nodes, cloud 

nodes, or end system, so that today’s request demands can 

be fulfilled with faster response. In today’s era HPC is 
running in almost all or all fields. Like scientific 

application, medical application, weather forecasting, 

satellite application, domestic application, industries 

organization and banking, myriad defense and aerospace 

applications. HPC currently is playing a role in: training 

and simulation; on-board systems for navigation, defense, 

and attack; and command, control, communications, 

intelligence, computers, surveillance, and reconnaissance. 

The performance of HPC is measured in FLOPS -Floating 

point operation per second. The importance of HPC is in 

Simulate a bio-molecular of 10000atoms, Non-bond 

energy term that is 108 operations, for 1 microsecond 
simulation that is 109 steps and 1017 operations, need to do 

large number of simulations for even large molecules, for 

the biggest calculation in servers, for Data Centers. 

Applied application of HPC is in Blood Flow in human 

vascular network, Earthquake simulation, Homogeneous 

Turbulence. HPC System must have good combination of 

Multistage (pipeline) functional unit, multiple central 

processing unit, multiple cores, and operating system.  

And these systems must perform fast central register, Fast 

memory transaction, very fast communication among 

functional unit, and software that integrate these function. 
Computation is very important in High performance 

computation. Maximum speed is achieved in terms of both 

hardware and software. HPC deals the complex and large 

problem by dividing and conquer method. Today’s higher 

computation is achieving systems are multicore 

architecture, parallel, and pipelined systems. 

The following parameters are considered to gain the 

higher performance; the type of algorithm used, number of 

stages in pipeline, parallelism, concurrency, number of 

threads. CPU executes instructions faster by employing 

pre fetching and pipelining. That is fetching the instruction  

 

 

before it executes. That processor fetches reads and 

decodes an instruction while another instruction is 

executing. 

So to increase the speed of execution CPU Design can be 
1. Reduced instruction set computer (RISC). 

2. Multiple core processors. 

3. Vector processors. 

Possible methods to achieve the HPC 

Higher computation power can be achieved by parallel 

architectures 

1. Single Instruction Single Data (SISD) Sequential 

machines. 

2. Multiple Instructions Single Data (MISD). 

3. Single Instruction Multiple Data (SIMD). 

Parallel Problem solving methodologies 

1. Data parallelism. 
2. Pipelining. 

3. Functional parallelism. 

 

Performance Issues: 

1. Speed up = Time for sequential code / Time for 

parallel code 

Sp = Ts / Tp              1<=Sp<=P 

2. Efficiency   

Ep= Sp / P                      0 < Ep <1 

Ep = 1 > = Sp =P                100% efficiency 

 The strongest argument is Amdahal's Law 
  S = 1 / f = (1-f) / p 

Where 'f' is the sequential part of the code. 

 

II. PROPOSED WORK 

 

In This thesis performance evaluation of duty cycle 

modulation is done, and speedup is calculated. As 

considered there is number of jobs to be executed and that 

are executed parallel by number of threads. As threads will 

execute single task fast, and threads can be executed 

parallel so that jobs can be executed fast with in a shorter 
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period of time. Here the results are measuring and 

modifying the duty cycle. Considered things are: 

 1. Number of jobs varying from 8189 to 1000. 

2. Number of Threads varying from 5 to 20. 

 

There are 3 cases are considered to measure the results:  

1. keeping the number of threads constant and varying the 

numberofjobs. 

2. Keeping the number of jobs constant and varying the 

numberofthreads. 

3. Adjusting the duty cycle of fast executing threads. 
 

Case1:  

keeping the number of threads constant, considered 

constant threads are 5. Varying the jobs that are from 8189, 

6000, 4000, 2000, and 1000. There are 5 types of constant 

jobs are taken to execute.  

For 1 type: five threads, 8189 jobs to execute. The thread 

pool of 5 threads which are executing paralley. Threads 

named from T1 to T5.  

 

Any one of these threads can execute first there is no such 
sequence is too followed. They will pick any one of the 

job out of 8189 jobs .these threads are synchronized , and 

mutual exclusion is achieved . So that no 2 threads rush to 

execute the same job at the same time and never lead to 

the dead lock state environment.  

 

There are some threads which will executing very fast so 

that they will going to execute more number of jobs as 

compared to thread which is executing slow.  The 

individual thread execution time is calculated and numbers 

of jobs that particular threads executing. And overall 

execution time of job is also calculated. It will run for 
several times and all threads execution time, number of 

jobs executed and overall execution time is listed for 20 

runs in a table format.  

 

Parallel execution time, speedup is calculated .and 

correlation coefficient of parallel execution time and serial 

execution time is calculated. Like the way case 2 is also 

done and results are analyzed in case 3.that is by observing 

and measuring the results. Fast execution thread can be 

found, so that duty cycle of that thread is adjusted.  

 
That is in this thesis it will come to know that what are the 

efficient number of threads are required to execute. That 

run time threads can be reduced, and finding the ideal 

number of threads even though more number of jobs to be 

executed. Usually if there is more number of jobs for 

execution then more number of threads is kept for 

execution so that higher performance is gained.  

 

But it will be expensive in terms of memory, computation 

cost and energy level of system. So to minimize this issue, 

thesis helps to find the ideal state of system and ideal 

number of threads for execution.  The system 
configuration is dual core processor, 2 GB of RAM, fedora 

26 operating system, and eclipse software used for 

programming. Java language is used for coding. 

III. RESULT ANALYSIS 

 

In First case:  considering 5 threads and varying number of 

jobs. The below tables show the result analysis. 

Table 1: Thread Execution time, parallel execution time, 

speed up , Average speed up and correlation coefficient. 

 

 
Table 2: optioned correlation coefficient. 

 

 
Table 3: Average speed up 

 

 
Case II:  

Varying number of threads and keeping constant number 

of jobs. 
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Table 4: Thread Execution time, parallel execution time, 

speed up , Average speed up and correlation coefficient. 

 
 

Table 5: Optioned correlation coefficient 

 
 

Table 6: Average speed up 

 
 

As observed the average speedup is increased as the 

number of jobs increased and with proper number of 

thread. 
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